Analysis of Tubular Structures in 3-D CT Images Using Parallelizable Segmentation
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Abstract— Tubular structures, such as vasculatures, pulmonary airways, nervous systems and bile ducts, are common in medical images. The anatomical studies and the corresponding disease diagnosis require well-coordinated efforts of image segmentation, topological descriptions, and geometrical quantization. Accurate measurements of the structural information can be conducive to performing any synergistic surgical planning, percutaneous access, or catheter-based interventions. Many automatic algorithms and procedures exist for extraction, analysis, and visualization for tubular structures in three-dimensional (3-D) images. Little work has been on effective cross-sectional analysis, which is essential for valid medical and clinical examinations of those structures. In this paper, we propose an approach that employs a unidirectional and parallelizable region growing method that is efficient and robust to create cross sections (CS) perpendicular to the centrelines of the tubular structures. The method is independent of how the centrelines are generated, either by skeletonization or by the other medial-line tracking schemes. We addressed computationally separable, unidirectional, and parallelizable properties of the proposed approach. The experimental results of 3-D CT images show the proposed approach is less computation-intensive and requests less processing memory than that of traditional methods, and is especially useful for large-scale and complex tubular structures.
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I. INTRODUCTION

Radiological imaging techniques, such as computed tomography (CT), magnetic resonance imaging (MRI), and positron emission tomography (PET), can offer non-invasive diagnostic means for exploring the anatomy and are often used to explore an organ's in situ basic functional units (BFU) [1]-[2]. Tubular structures, such as cardiovasculature, pulmonary arteries, airways, nervous systems, bile ducts, etc., exist in many human and animals’ organs [3]-[6]. Computer-aided anatomical analysis and pathological diagnoses on such structures have shown their significance in medical studies and clinical practices and have drawn great attention [6]-[14].

Performing these studies requires well-coordinated efforts on image segmentation (to extract the tubular structures from the image), topological description (to efficiently represent the structural information), and geometrical quantization. Accurate quantitative measures of structural information, such as branching patterns, consequences of a particular branching pattern, and cross-sectional analysis, ensure valid examinations and help the physician better understand the involved pathophysiological mechanisms. Little work, however, has been proposed on effective cross-section creation/analysis, which plays the pivotal role in deriving the other quantities.

Various centreline-extraction and skeletonization methods exist to identify and approximate the tubular structures with discrete segments or continuous splines with respect to which endoluminal analyses can then be performed [6]-[11], [13], [15]-[16]. These methods either lacked capability of cross-sectional analysis or employed threshold-based shooting rays to define cross sections along the medial lines of the tubular structures; the intricacies and possible intensity variation in a region for image segmentation were understated. Recent efforts proposed an approach for extracting the tubular structures automatically and performed the subsequent quantitative and numerical analyses [12]-[14]. The calculation of the cross-sectional areas (CSA) was, however, not theoretically justified and was not effective.

In this paper, we propose a parallelizable region-based approach to achieve cross-sectional analysis. It extends a previously proposed concept – symmetric region growing (SymRG) [17] to consolidate the robustness of the analysis, and presents unidirectional and parallelizable growing process to reduce memory usage and at the same time boosts the performance. It is essentially independent of how the medial lines of the tubular structures are generated, but can collaborate with the image segmentation process to produce more consistent analytical results if a symmetric region growing algorithm was applied for image segmentation. Various implementations of the SymRG appeared in our recent work to render efficient image segmentation [18]-[19][20].
In the section that follows – Section II, we give an overview of SymRG and develop its separable, unidirectional, and parallelizable properties. In Section III we model the cross-sectional analysis problem by applying the properties addressed in Section II. Section IV presents the results of the whole analysis protocol for 3-D medical images that contains tubular structures. We also offer discussions to conclude this section.

II. PROPERTIES OF PARALLELIZABLE SEGMENTATION

The purpose of image segmentation is to partition an image \( I \) into \( N \) disjoint regions \( R_i \) (\( i = 1, \cdots, N \)), which are homogeneous in terms of certain criteria [21]. Of the many proposed image-segmentation methods, region growing has been one of the most popular [22]-[23]. The region-growing process starts with an initial set of points or seeds, \( A = \{a_1, a_2, \cdots, a_{N-1}\} \), and proceeds by applying the region-growing algorithm – \( RG(\psi) \), to finally form \( N \) disjoint regions, \( R_1, R_2, \cdots, R_N \), where \( R_i \cap R_j = \emptyset, \forall i \neq j \). Here \( \psi \) denotes a predicate set of region-growing criteria. Each seed \( a_i \) corresponds to the region \( R_i \), and \( R_N \) is regarded as the background – a collection of points that do not satisfy \( RG(\psi) \). A schematic definition of image segmentation is given as below:

\[
S(I, RG(\psi), A) = \bigcup_{k=1}^{N} R_k; R_i \cap R_j = \emptyset, \forall i \neq j \tag{1}
\]

The drawbacks of the traditional region-growing algorithms are: (i) the growing behaviour is either recursive or iterative, and therefore, a point is usually visited more than once; (ii) the growing direction can be from the current visited point to any of its 3N-1 neighbours in an \( N \)-dimensional space, and is thus unpredictable. The introduction of SymRG, by assuring that the region-growing criteria are symmetric; i.e., \( \psi \) as a set of Boolean predicates is symmetric, is to enforce a unidirectional (sequentially from the first point to the last of the image) region-growing implementation while produce the equivalent segmentation results as produced by the traditional approach. Ref. [17] shows that the overall number of point-visits is about two thirds of that for the traditional methods. Furthermore, the unidirectional region grow allows more efficient memory usage in that the well-visited points are almost no longer needed and can be stored back in the persistent media without having to suffer significant I/O swaps. The unidirectional condition is guaranteed by the following properties.

Property 1: Consider a symmetric region growing algorithm, \( SymRG(\psi) \), such that \( S(I, SymRG(\psi), A) = \bigcup_{k=1}^{N} R_k \). The replacement of certain seed for a resulting region by another point in the same region gives the equivalent segmentation result.

Property 2: Given \( SymRG(\psi) \) and seed sets \( A, B \subset I \), both sets containing corresponding pairs of seeds in the same regions. There is at least one one-to-one region-growing path between every corresponding pair of elements in \( A \) and \( B \) if and only if \( S(I, SymRG(\psi), A) \equiv S(I, SymRG(\psi), B) \).

II. PROPERTIES OF PARALLELIZABLE SEGMENTATION

The purpose of image segmentation is to partition an image \( I \) into \( N \) disjoint regions \( R_i \) (\( i = 1, \cdots, N \)), which are homogeneous in terms of certain criteria [21]. Of the many proposed image-segmentation methods, region growing has been one of the most popular [22]-[23]. The region-growing process starts with an initial set of points or seeds, \( A = \{a_1, a_2, \cdots, a_{N-1}\} \), and proceeds by applying the region-growing algorithm – \( RG(\psi) \), to finally form \( N \) disjoint regions, \( R_1, R_2, \cdots, R_N \), where \( R_i \cap R_j = \emptyset, \forall i \neq j \). Here \( \psi \) denotes a predicate set of region-growing criteria. Each seed \( a_i \) corresponds to the region \( R_i \), and \( R_N \) is regarded as the background – a collection of points that do not satisfy \( RG(\psi) \). A schematic definition of image segmentation is given as below:

\[
S(I, RG(\psi), A) = \bigcup_{k=1}^{N} R_k; R_i \cap R_j = \emptyset, \forall i \neq j \tag{1}
\]
Property 3: Consider \( S(I, \text{SymRG}(\psi), S) \), a complete segmentation algorithm based on symmetric region growing. \( S \) denotes the seed criteria, which can eventually derive the seed set. Scan the digital image of interest, \( I \), sequentially. Grow regions from each scanned point by applying inclusion, \( I \), and exclusion, \( X \), criteria \( \psi \leq < I, X > \), until all image points have been visited. Examine the resulting regions using \( S \). If any point \( p \) of a region satisfies criteria \( S \) for region \( R_i \), then assign the region to \( R_i \); otherwise, relegate it to the background \( R_M \). The resulting segmented image is \( S(I, \text{SymRG}(\psi), S) \). The schematic symmetric region-growing vs. traditional region-growing procedures are shown in Figure 1.

With the implicitly reflexive and transitive characteristics of the region-growing process, \( \text{SymRG} \) adds the symmetric component so as to form the segmented regions that are actually equivalent classes [24]. Property 1 can also be called intra-region substitution property. It alleviates the importance of the pre-specified seeds such that the region-growing process of \( \text{SymRG} \) for a region can be from any other points in the same region or equivalent class. Property 2 can be referred to as region-equivalent property. It further generalizes Property 1 to be applicable for all regions or equivalent classes. Property 3 is used to transform the previous properties into practical implementation. The region-growing process of \( \text{SymRG} \) can now start from the very first point and proceed sequentially to produce the equivalent result that is generated by traditional seed-emphasized recursive or iterative region-growing methods.

Property 4: The region-growing process of a \( \text{SymRG} \) can be computationally separable.

Consider the 2-D \( \text{SymRG} \) example as shown in Figure 2. The implementation can be extended to any higher dimensions. The 2-D \( \text{SymRG} \) sequentially forms 1-D regions and then merges the overlapping regions that are on consecutive rows and satisfy the inclusion criteria into a 2-D region. Because the region-growing process is symmetric, the 2-D \( \text{SymRG} \) computation is \( xy \)-separable. Besides, the merging process needs only to look for merge-able regions on the immediately upper row. It cuts the number of neighbouring-point visits in the \( y \)-direction into half. The whole region-growing process is also parallelizable in that independent processing units can process all rows of the image concurrently; the resultant 1-D regions are then merged in a pair-wise and hierarchical fashion as shown in Figure 3, and thus conducive to parallelism.

III. CROSS-SECTIONAL ANALYSIS

To perform endoluminal analysis, calculate the cross-section areas, average branch volume, etc., we create contiguous cross sections perpendicular to the centrelines of the tubular structures. As shown in Figure 4, we create a cross section on a re-sampled oblique plane perpendicular to the tangent of the centrelines. The global coordinate system \((X,Y,Z)\) is first aligned with the local coordinate system \((X',Y',Z')\) with respect to a selected site of interest along the centreline. The \( Z' \) axis coincides with the centreline tangent of the site. Consider that in order to perform coordinate transformation, we assume the current site is at \((d_1, d_2, d_3)\) with respect to the original coordinate system where the very first point of the image is considered as the origin. Also, letting the tangent vector of the centerline of the tubular structure at \((d_1, d_2, d_3)\) is \( t = (t_1, t_2, t_3) \), we assume the original coordinate system has to pan (around the \( Z \) axis) \( \theta \) degrees and tilt (around the \( X \) axis) \( \Phi \) degrees to align with \((X',Y',Z')\). The homogeneous affine matrix is thus:

\[
A = \begin{bmatrix}
\cos \theta & \sin \theta & 0 & -d_1 \\
-sin \theta \cos \phi & \cos \theta \cos \phi & \sin \theta & -d_2 \\
\sin \theta \sin \phi & -\cos \theta \sin \phi & \cos \phi & -d_3 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

(2)

Figure 3. An example of hierarchical region merging for \( \text{SymRG} \). Each of the eight rows has a grown region. The rows \( y_{2i+1} \) and \( y_{2i+2} \) are examined to search mergeable regions, where \( i = 0, 1, 2, 3 \). Four bigger regions result, and are in turn merged into two further bigger regions. The final result is a large region that is actually the union of the eight original regions. On the right of the figure, the tree structure shows how the merging proceeds. The merging on the same level in the tree can be processed concurrently.

We perform \( \text{SymRG} \) traversal to identify the cross section on the \( X'-Y' \) oblique plane, which can be represented by the linear equation:

\[
t_1x + t_2y + t_3z = t_4d_1 + t_2d_2 + t_3d_3.
\]
The SymRG algorithm can achieve region growing by scanning the image, from the very first voxel, row by row in a top-down and unidirectional fashion as shown by Properties 1-3. It is then important to determine a 2-D oblique sub-image that encloses the corresponding cross section for efficient computation. To find the boundary of the sub-image, we employ a shooting ray on the segmented image to identify the first reached boundary voxel of the cross section; we then track the voxels until the boundary is closed. The unidirectional (SymRG) region-growing process now starts row-by-row in the $X'$-direction, and then along the $Y'$-direction, shown as the double-headed arrow in Figure 4. The SymRG implementation to identify the cross sections can be on the segmented or the original image, depending on the quality of the previously imposed image segmentation process. The structural and geometrical information of the branches, such as cross-sectional areas, their shape descriptors, circumferences, cumulative CSA or volumes, and branching volume loss, is thereafter readily available. Discussion of these regards will be given in next section.

Figure 4. SymRG-based cross-section creation. The $(X', Y', Z')$ represents the local coordinate system for each site along the centreline of the tubular structures such that the $Z'$ axis points to the tangent of the site of interest. The grey arrows represent the search of the boundary of the sub-image. The double-headed arrow denotes the later SymRG growing and merging process to identify the cross section.

IV. RESULTS AND DISCUSSION

Figure 5 shows some of the test images. The detail of the specimen preparation and experimental protocol can be found in Ref. [2].

A. Pre-processing

An updated pre-processing procedure of Ref. [12] and [14] is applied in advance. A morphological closing operation with $3 \times 3 \times 3$ kernel is applied on the raw 3-D CT images to obtain smoother outline of the tubular structures and fill small 3-D cavities.

We then employ the SymRG implementation to extract the regions of interest (ROI). The parameters used are the hard maximum ($h_{\text{Max}}$) and minimum ($h_{\text{Min}}$) gray levels of the ROI, the soft maximum ($s_{\text{Max}}$) and minimum ($s_{\text{Min}}$) gray levels, the largest permissible between-neighbor intensity variation (LPIV) that is automatically obtained by the dominant intensity variation of the image and normalized by the grey-scale of the image, minimal region size, and the optional parameter of the desired number of the big enough regions. The soft maximum and minimum grey levels server as the seed criteria for the SymRG; the hard maximum and minimum grey levels dictate the exclusion criteria, where the hard and soft parameters always conform to the relation: $h_{\text{Min}} \leq s_{\text{Min}} \leq s_{\text{Max}} \leq h_{\text{Max}}$; the LPIV is used for the inclusion criteria; the remaining parameters are for the post-segmentation process to remove unwanted regions. In most cases, 3-D cavity deletion serves as one of the post-segmentation process to assure “solid” tube extraction. An efficient and robust 3-D thinning algorithm is then applied to define the homotopy-preserving skeleton of the tubes – in our case, bile ducts and vascular networks [10]. We then track and represent the skeleton in a graph data structure. An optional step might be needed to automatically or interactively identify the root of the structure. The average total eclipsed time, excluding image loading and writing, for the four images shown in Figure 5 is about 81 seconds (closing operation: 23 sec; SymRG segmentation: 3 sec; 3-D cavity deletion: 19 sec; 3-D thinning: 34 sec; skeleton representation and root identification: 2 sec). At this stage, the results we have are the original image, segmented image, thinned image, and the skeleton representation.

B. Cross-sectional analysis

Figure 6 illustrates the quantitative and visual results and data management of the cross-sectional analysis. Most measurements are similar to those proposed in Ref. [12]; only the algorithm to create the cross sections is significantly different and more robust and efficient. We do not test the images in a distributed environment or under parallel architecture; however, with the characteristics of parallelism of SymRG, performance boost can be expected if the highly collaborated processing units are available. As the approach described in Section II, we perform SymRG on the oblique sub-image of the segmented image to define the cross section at a given site on the centreline of the tubular structure. Upon overlay with the original image, we also calculate the brightness area product (BAP) which is defined as the intensity sum of the ROI. The BAP variations along the tubular structure show clinical importance for cancerous tumour diagnosis.
The overall cross-sectional analysis for the whole structure takes average of about 15 seconds.

C. Discussion

Endoluminal analysis of the tubular structures can provide quantitative and visual insights to help investigate considerable physiological questions. The work in this paper furthers the research of Ref. [12] and [14] to propose a novel approach that improves computational performance and robustness in regard of cross-section creation, calculations of various quantities, and branching geometry analysis. The SymRG paradigm was usually employed to perform image segmentation. In this paper, we adapt its implementation so that SymRG can also be used to effectively assist in cross-section creation. Its unidirectional region-growing, separability, and parallelizability properties are essential for much strength we addressed in this paper.

We exploit the same SymRG approach for image segmentation and cross-sectional analysis. The synergistic efforts assure robustness and consistency of the results. Much recent work, as shown in Ref. [5], [6], [8], [9], and [15], employed alternate approaches to define the centrelines (or medial lines) of the tubular structures. The image segmentation process was basically skipped or overlooked. Instead, they extracted the centrelines directly from the grey-scaled original image with pre-specified initial points to start the tracking process. From the results shown in Sections A and B, the SymRG-based image segmentation is not computation-intensive, taking less than 5 seconds to extract the whole vasculature tree in general. The segmented results can also be used to track the centrelines by the other alternate approaches for more robust and efficient computation.

Furthermore, with the help of data management tools and the visual plots, the work presented in this paper as shown in Figure 6 can enrich the clinical experience for the physician to offer more responsive diagnoses.
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Figure 5. Example 3-D CT images. (a) is a EBCT human liver image; (b) is the hepatic bile duct CT image of a rat; (c) is the left circumflex arteries micro CT image; (d) is the micro CT images of a rat’s right circumflex arteries. The figures reflect the maximum intensity projections of the coronal plane of the original 3-D images. The sizes of the images are 24.4MB, 40.1MB, 50MB, and 50MB, respectively.

Figure 6. Results of the cross-sectional analysis. The quantitative data of the analysis is stored in databases, which are referred to via ODBC and JDBC. With further computations, data normalization, and the MS Excel\textsuperscript{TM}-encapsulated rendering functionality, the analysis data can be visualized in various forms. (a) depicts the mentioned mechanism. (b) and (c) shows MS ACCESS\textsuperscript{TM}-look data entry/retrieval interface. (d)-(f) illustrates distinct 2-D and 3-D plots of the data.