Abstract—Privacy is a major concern in big data mining. Advances in development of data mining technologies bring serious risk to the security of individual’s sensitive data. An emerging research in data mining, known as privacy-preserving data mining (PPDM), has been broadly studied in recent years. The basic idea of PPDM is to transform or change the data in such a way so as to not to compromise on security of individual’s sensitive data and also to perform data mining algorithms effectively. In this paper, I have identified four different category of users who are involved in data mining applications and privacy concerns of each category. Basically, any data mining application will have four kind of users namely, data provider, data collector, data miner and decision maker. I briefly introduce the basics of related research topics and current approaches, and present some basic thoughts on future research. By differentiating the responsibilities of different users with respect to security of sensitive information, I would like to provide some useful insights into the study of PPDM on social networking data.
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I. INTRODUCTION

Data mining has become more and more popular in recent years, probably because of the popularity of the “big data” concept. Data mining is the process of discovering interesting patterns and knowledge from large data [2]. As a highly application-driven discipline, data mining has been successfully applied to many domains, such as business intelligence, Web search, scientific discovery, digital libraries, etc.

II. THE KDD PROCESS

“Data mining” is often treated as “knowledge discovery from databases” KDD which highlights the goal of the mining process. KDD has the following steps to perform in an iterative way to get useful patterns and knowledge from (Fig. 1):

III. THE PRIVACY CONCERN AND PPDM

Despite that the information discovered by data mining can be very valuable to many applications, people have shown increasing concern about the other side of the coin, namely the privacy threats posed by data mining [3]. Individual’s privacy may be violated due to the unauthorized access to personal data, the undesired discovery of one’s embarrassing information, the use of personal data for purposes other than the one for which data has been collected, etc.

To deal with the privacy issues in data mining, privacy preserving data mining (PPDM) has gained a great development in recent years. The objective of PPDM is to safeguard sensitive information from unasked disclosure, and meanwhile, preserve the utility of the data. The consideration of PPDM is two-fold. First, sensitive raw data, such as individual’s ID card number and cell number, should not be directly used for mining. Second, sensitive mining results whose disclosure will result in privacy violation should be excluded. After the pioneering work of Agrawal et al. [4], [5], numerous studies on PPDM have been conducted [6]–[8].

In this paper, we develop a user-role based methodology to conduct the review of related studies. Based on the stages in KDD process (Fig. 1), we can identify four different types of users, namely four user roles, in a typical data mining scenario:
• **Data Provider:** the user who owns some data that are desired by the data mining task.
• **Data Collector:** the user who collects data from data providers and then publish the data to the data miner.
• **Data Miner:** the user who performs data mining tasks on the data.
• **Decision Maker:** the user who makes decisions based on the data mining results in order to achieve certain goals.

Here we briefly describe the privacy concerns of each user role. Detailed discussions will be presented in following sections.

IV. DATA PROVIDER

The data provider’s major concern is whether he can control the sensitivity of the data he provides to data collector. Primarily, the provider should be able to make sure his private data will not be known anyone else. Secondly, if the provider has to provide some data to the data collector, he wants to hide his sensitive information as much as possible and get enough cost for the possible loss in privacy.

A. Concerns For Data Provider

A user (data provider) owns some data from which sensitive information can be extracted. In the data mining scenario, there are actually two types of data providers: one is the data provider who gives data to data collector and data collector in turn acts a data provider to the data miner.
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To distinguish the privacy preserving methods adopted by different user roles, here in this section, we restrict ourselves to the ordinary data provider, the one who owns a relatively small amount of data which contain only information about herself. Data reporting information about an individual are often referred to as "microdata" [10]. If a data provider reveals his microdata to the data collector, his privacy might be comprised due to the exposure of sensitive information. So, the privacy concern of a data provider is can he take command over what kind of and how much information others can obtain from his/her data. To investigate the measures that the data provider can adopt to protect privacy, we consider the following three situations:

• If the data provider considers his/her data may reveal some information that he does not want anyone else to know, the provider can just refuse to provide such data. Effective access control measures are desired by the data provider, so that he can prevent his sensitive data from being stolen by the data collector.
• Realizing that his data are valuable to the data collector (as well as the data miner), the data provider may be willing to hand over some of his private data in exchange for certain benefits, such as better services or monetary rewards. The data provider needs to know how to negotiate with the data collector, so that he will get enough compensation for any possible loss in privacy.
• If the data provider can neither prevent the access to his sensitive data nor make a lucrative deal with the data collector, the data provider can distort his data that will be fetched by the data collector, so that his true information cannot be easily disclosed.
B. Approaches To Privacy Protection

- **LIMIT THE ACCESS**: A data provider provides his data to the collector knowingly or unknowingly. Knowingly means provider actively participates in collector’s survey. Unknowingly means data collector might have collected provider’s data from collector’s routine activities. While the provider may not have any clue of disclosure of data. Current security tools are three types:
  1. Anti-tracking extensions;
  2. Advertisement and script blockers.
  3. Encryption tools.

  To make sure a private online communication between two parties cannot be intercepted by third parties, a user can utilize encryption tools.

  In addition to the tools mentioned above, an Internet user should always use anti-virus and anti-malware tools to protect his data that are stored in digital equipment such as personal computer, cell phone and tablet. With the help of all these security tools, the data provider can limit other's access to his personal data.

- **BENEFIT OF TRADE PRIVACY**: In some cases, the data provider needs to make a trade-off between the loss of privacy and benefits brought by participating in data-mining. For example, a shopping website may collect our personal information like age, phone number and salary. If the data provider considers his salary as a sensitive information he can give a fuzzy value like 10,000 INR < Salary < 20,000 INR.

- **PROVIDE FALSE DATA**: Some methods to falsify data are “sockpuppets” to hide one’s actual activities, fake identity, mask one’s identity using security tools.

V. DATA COLLECTOR

The data collected from data providers may contain individuals' sensitive information. Directly releasing the data to the data miner will violate data providers' privacy, so data modification is required. On the other hand, the data should be useful even after modification, otherwise collecting the data will be of no use. Thus, the major concern of data collector is to make sure that the modified data contain no sensitive information but yet preserve high utility.

A. Concerns Of Data Collector

Data collector collects data from data provider in the data mining process. The original data collected from data provider contains sensitive information about data provider. If the data collector doesn't take enough precautions before delivering data to data miner or public those sensitive information may be disclosed.

B. Approaches To Privacy Protection

1) **Basics Of PPDP**

PPDP mainly studies anonymization approaches for Publishing useful data while preserving privacy. The original data is assumed to be a private table consisting of multiple records. Each record consists of the following 4 types of attributes:

- **Identifier (ID)**: Attributes that can uniquely identify an individual, such as ID and mobile number.
- **Quasi-identifier (QID)**: Attributes that can be linked with external data to re-identify individual records, such as gender, age and zip code.
- **Sensitive Attribute (SA)**: Attributes that an individual don’t want to disclose, such as disease and salary.
- **Non-sensitive Attribute (NSA)**: Attributes other than ID, QID and SA.

Before being published to others, the table is anonymized, that is, identifiers are removed and quasi-identifiers are modified. As a result, individual's identity and sensitive attribute values can be hidden from adversaries.

How the data table should be anonymized mainly depends on how much privacy we want to preserve in the anonymized data. Different privacy models have been proposed to quantify the preservation of privacy. Based on the attack model which describes the ability of the adversary in terms of identifying a target individual, privacy models can be roughly classified into two categories. The first category considers that the adversary is able to identify the record of a target individual by linking the record to data from other sources, such as liking the record to a record in a published data table (called record linkage), to a sensitive attribute in a published data table (called attribute linkage), or to the published data table itself (called table linkage). The second category considers that the adversary has enough background knowledge to carry out a probabilistic attack, that is, the adversary is able to make a confident inference about whether the target's record exist in the table or which value the target’s sensitive attribute would take. Typical privacy models [18] includes k-anonymity (for preventing record linkage), l-diversity (for preventing record linkage and attribute linkage), t-closeness (for preventing attribute linkage and probabilistic attack), epsilon-differential privacy (for preventing table linkage and probabilistic attack), etc.
The anonymization operations will reduce the utility of data. The reduction of data utility is usually represented by \textit{information loss}: higher information loss means lower utility of the anonymized data. Various metrics for measuring information loss have been proposed, such as minimal distortion [20], discernibility metric [21], the normalized average equivalence class size metric [22], weighted certainty penalty [23], information-theoretic metrics [24], etc. A fundamental problem of PPDP is how to make a tradeoff between privacy and utility. Given the metrics of privacy preservation and information loss, current PPDP algorithms usually take a greedy approach to achieve a proper tradeoff: multiple tables, all of which satisfy the requirement of the specified privacy model, are generated during the anonymization process, and the algorithm outputs the one that minimizes the information loss.

2) Privacy-Preserving Publishing Of Social Network Data

Social networks have gained great development in recent years. Aiming at discovering interesting social patterns, social network analysis becomes more and more important. To support the analysis, the company who runs a social network application sometimes needs to publish its data to a third party. However, even if the truthful identifiers of individuals are removed from the published data, which is referred to as naïve anonymized, publication of the network data may lead to exposures of sensitive information about individuals, such as one's intimate relationships with others. Therefore, the network data need to be properly anonymized before they are published.

A social network is usually modelled as a graph, where the vertex represents an entity and the edge represents the relationship between two entities. Thus, PPDP in the context of social networks mainly deals with anonymizing graph data, which is much more challenging than anonymizing relational table data. Zhou et al. [25] have identified the following three challenges in social network data anonymization:

First, modelling adversary's background knowledge about the network is much difficult. For relational data tables, a small set of quasi-identifiers are used to define the attack models. While given the network data, various information, such as attributes of an entity and relationships between different entities, may be utilized by the adversary.

Second, measuring the information loss in anonymizing social network data is harder than that in anonymizing relational data.
It is difficult to determine whether the original network and the anonymized network are different in certain properties of the network.

Third, devising anonymization methods for social network data is much harder than that for relational data. Anonymizing a group of tuples in a relational table does not affect other tuples. However, when modifying a network, changing one vertex or edge may affect the rest of the network. Therefore, “divide-and-conquer” methods, which are widely applied to relational data, cannot be applied to network data. To deal with above challenges, many approaches have been proposed. According to [26], anonymization methods on simple graphs, where vertices are not associated with attributes and edges have no labels, can be classified into three categories, namely edge modification, edge randomization, and clustering-based generalization. Comprehensive surveys of approaches to on social network data anonymization can be found in [19], [26], and [27]. In this paper, we briefly review some of the very recent studies, with focus on the following three aspects: attack model, privacy model, and data utility.

3) Attack Model

Given the anonymized network data, adversaries usually rely on background knowledge to de-anonymize individuals and learn relationships between de-anonymized individuals. Zhou et al. [25] identify six types of the background knowledge, i.e. attributes of vertices, vertex degrees, link relationship, neighbourhoods, embedded subgraphs and graph metrics. Peng et al. [28] propose an algorithm called Seed-and-Grow to identify users from an anonymized social network graph, solely based on graph structure. The algorithm identifies a seed sub-graph which is either planted by an attacker or divulged by collusion of a small user group, and then grows the seed larger based on the adversary's existing knowledge of users' social relations. Zhu et al. [29] design a structural attack to de-anonymize data of social graph.

The attack makes use of the cumulative degree of \( n \)-hop neighbours of a vertex as the regional feature, and combines it with the simulated annealing-based graph matching method to re-identify vertices in anonymous social graphs. Sun et al. [30] introduce a relationship attack model called mutual friend attack, which is based on the number of mutual friends of two connected individuals. Fig. 3 shows an instance of the mutual friend attack. The original social network \( G \) with vertex identities is shown in Fig. 3[a], and Fig. 3[b] shows the corresponding anonymized network where all individuals' names are removed. In this network, only Alice and Bob have 4 mutual friends. If an adversary knows this information, then he can uniquely re-identify the edge \( D: E \) in Fig. 3[b] is Alice and Bob. In [31], Tai et al. investigate the friendship attack where an adversary utilizes the degrees of two vertices connected by an edge to re-identify related victims in a published social network data set. Fig. 4 shows an example of friendship attack. Suppose that each user's friend count (i.e. the degree of the vertex) is publicly available. If the adversary knows that Bob has 2 friends and Carl has 4 friends, and he also knows that Bob and Carl are friends, then he can uniquely identify that the edge 2 and 3 in Fig. 4[b] corresponds to Bob and Carl. In [32], another type of attack, namely degree attack, is explored. The motivation is that each individual in a social network is inclined to associate with not only a vertex identity but also a community identity, and the community identity rejects some sensitive information about the individual. It has been shown that, based on some background knowledge about vertex degree, even if the adversary cannot precisely identify the vertex corresponding to an individual, community information and neighbourhood information can still be inferred. For instance, the network shown in Fig. 5 have two communities, and the community identity reveals sensitive information (i.e. status of disease) about its members. In case if an adversary knows Jhon has 5 friends, then he can infer that Jhon has AIDS, even though if he is not sure which of the two vertices vertex 2 and vertex 3 in the anonymized network (Fig. 5[b]) corresponds to Jhon.
models have been summarized in the survey [33].

From above discussion we can see that, the graph data contain rich information that can be explored by the adversary to initiate an attack. Modelling the background knowledge of the adversary is difficult yet very important for deriving the privacy models.

A. Privacy Model

A $n$-anonymity model, which is a base for number of privacy models have been proposed for graph data. Some of the models have been summarized in the survey [33], such as $k$-degree, $k$-neighbourhood, $k$-automorphism, $k$-isomorphism, and $k$-symmetry. In order to protect the privacy of relationship from the mutual friend attack, Sun et al. [30] introduce a variant of $k$-anonymity, called $k$-NMF anonymity. NMF is a property defined for the edge in an undirected simple graph, representing the number of mutual friends between the two individuals linked by the edge. If a network satisfies $k$-NMF anonymity (see Fig. 6), then for each edge $e$, there will be at least $k - 1$ other edges with the same number of mutual friends as $e$. It can be guaranteed that the probability of an edge being identified is not greater than $1/k$. Tai et al. [31] introduce the concept of $k2$-degree anonymity to prevent friendship attacks. A graph $G$ is $k2$-degree anonymous if, for every vertex with an incident edge of degree pair $(d1; d2)$ in $G$, there exist at least $k - 1$ other vertices, such that each of the $k - 1$ vertices also has an incident edge of the same degree pair (Fig. 7).

Intuitively, if a graph is $k2$-degree anonymous, then the probability of a vertex being re-identified is not greater than $1/k$, even if an adversary knows a certain degree pair $(dA, dB)$ where community ID is indicated beside each vertex.

$A$ and $B$ are friends. To prevent degree attacks, Tai et al. [32] introduce the concept of structural diversity. A graph satisfies $k$-structural diversity anonymization ($k$-SDA), if for every vertex $v$ in the graph, there are at least $k$ communities, such that each of the communities contains at least one vertex with the same degree as $v$ (Fig. 8). In other words, for each vertex $v$, there are at least $k - 1$ other vertices located in at least $k - 1$ other communities.

B. Data Utility

In the network data anonymization, the implication of data utility is: whether and to what extent properties of the graph are preserved. Wu et al. [26] summarize three types of properties considered in current studies. The first type is graph topological properties, which are defined for applications aiming at analyzing graph properties. Various measures have been proposed to denote the structure characteristics of the network. The second type is graph spectral properties. The spectrum of a graph is usually defined as the set of eigenvalues of the graph's adjacency matrix or other derived matrices, which has close relations with many graph characteristics. The third type is aggregate network queries. An aggregate network query calculates the aggregate on some paths or subgraphs satisfying some query conditions. The accuracy of answering aggregate network queries can be considered as the measure of utility preservation. Most existing $k$-anonymization algorithms for network data publishing perform edge insertion and/or deletion operations, and they try to reduce the utility loss by minimizing the changes on the graph degree sequence. Wang et al. [34] consider that the degree sequence only captures limited structural properties of the graph and the derived anonymization methods may cause large utility loss.
They propose utility loss measurements built on the community-based graph models, including both the community model and the hierarchical community model, to better capture the impact of anonymization on network topology. One important characteristic of social networks is that they keep evolving over time. Sometimes the data collector needs to publish the network data periodically. The privacy issue in sequential publishing of dynamic social network data has recently attracted researchers’ attention. Medforth and Wang [35] identify a new class of privacy attack, named degree-trail attack, arising from publishing a sequence of graph data. They demonstrate that even if each published graph is anonymized by strong privacy preserving techniques, an adversary with little background knowledge can re-identify the vertex belonging to a known target individual by comparing the degrees of vertices in the published graphs with the degree evolution of a target. In [36], Tai et al. adopt the same attack model used in [35], and propose a privacy model called dynamic kw-structural diversity anonymity (kw-SDA), for protecting the vertex and multi-community identities in sequential releases of a dynamic network. The parameter k has a similar implication as in the original k-anonymity model, and w denotes a time period that an adversary can monitor a target to collect the attack knowledge. They develop a heuristic algorithm for generating releases satisfying this privacy requirement.

VI. DATA MINER

The data miner applies mining algorithms to the data provided by data collector, and he wishes to extract useful information from data in a privacy-preserving manner. PPDM covers two types of protections, namely the protection of the sensitive data themselves and the protection of sensitive mining results. With the user role-based methodology proposed in this paper, we consider the data collector should take the major responsibility of protecting sensitive data, while data miner can focus on how to hide the sensitive mining results from untrusted parties.

A. Concerns For Data Provider

In order to discover useful pattern desired by the decision maker, the data miner applies data mining algorithms to the data received from data collector. The privacy issues coming with the data mining operations are two types. On one hand, if personal information can be directly observed in the data and data breach happens, privacy of the data owner (i.e. the data provider) will be compromised.

On the other hand, equipping with the many powerful data mining techniques, the data miner is able to find out various kinds of information underlying the data. Sometimes the data mining results may reveal sensitive information about the owners. Different from existing surveys on privacy-preserving data mining (PPDM), in this paper, we consider it is the data collector's responsibility to ensure that sensitive raw data are modified or trimmed out from the published data. The primary concern of data miner is how to prevent sensitive information from appearing in the mining results. To perform a privacy-preserving data mining, the data miner usually needs to modify the data he got from the data collector. As a result, the decline of data utility is inevitable.

B. Approaches To Privacy Protection

Extensive PPDM approaches have been proposed (see [6]_[8] for detailed surveys). These approaches can be classified by different criteria [54], such as data distribution, data modification method, data mining algorithm, etc. Based on the distribution of data, PPDM approaches can be categorized into two categories, namely approaches for centralized data mining and approaches for distributed data mining. Distributed data mining can be further categorized into data mining over horizontally partitioned data and data mining over vertically partitioned data. Based on the technique adopted for data modification, PPDM can be classified into perturbation-based, blocking-based, swapping based, etc. Since we define the privacy-preserving goal of data miner as preventing sensitive information from being revealed by the data mining results, in this section, we classify PPDM approaches according to the type of data mining tasks. Specially, we review recent studies on privacy-preserving association rule mining, privacy-preserving classification, and privacy-preserving clustering, respectively.

VII. PRIVACY-PRESERVING ASSOCIATION RULE MINING

Various kinds of approaches have been proposed to perform association rule hiding [57], [58]. These approaches can roughly be categorized as below:

- Heuristic distortion approaches: resolve how to select the appropriate data sets for data modification.
- Heuristic blocking approaches: reduce the degree of support and confidence of the sensitive association rules by replacing certain attributes of some data items with a specific symbol (e.g. '?').
• Probabilistic distortion approaches: distort the data through random numbers generated from a predefined probability distribution function.
• Exact database distortion approaches: formulate the solution of the hiding problem as a constraint satisfaction problem (CSP), and apply linear programming approaches to its solution.
• Reconstruction-based approaches: generate a database from the scratch that is compatible with a given set of non-sensitive association rules.

VIII. DECISION MAKER

A decision maker can get the data mining results directly from the data miner, or from some Information Transmitter. The information transmitter is likely to change the mining results intentionally or unintentionally, which may cause serious loss to the decision maker. Therefore the decision maker concerns is whether the mining results are credible. In addition to investigate the privacy-protection approaches adopted by each user role.

A. Concerns Of Decision Maker

The obvious objective of data mining is to provide useful information to the decision maker, so that the decision maker can choose a better way to achieve his goal, such as increasing sales of products or making proper diagnoses of diseases. At first glance, it seems to be decision maker has no responsibility for protecting privacy, since we usually misinterpret privacy as sensitive information about the data providers or owners. Usually, the data provider, the data collector and the data miner himself are considered to be responsible for the safety of privacy. However, if we look at the privacy issue from a wider perspective, it seems that the decision maker also has his own privacy concerns. The data mining results provided by the data miner are of high importance to the decision maker. If the results are disclosed to someone else, e.g. a competing company, the decision maker may undergo a loss. That is to say, from the perspective of decision maker, the data mining results are sensitive information. On the other hand, if the decision maker does not get the data mining results directly from the data miner, but from someone else which we called information transmitter, the decision maker should be accountable for the credibility of the results, in case that the results have been distorted. So, the privacy concerns of the decision maker are two type: how to prevent unwanted disclosure of sensitive mining results, and how to evaluate the credibility of the received mining results.

B. Approaches To Privacy Protection

To deal with the first privacy issue proposed above, i.e. to prevent unwanted disclosure of sensitive mining results, usually the decision maker has to resort to legal measures. For example, making a contract with the data miner to forbid the miner from disclosing the mining results to a third party. To handle the second issue, i.e. to determine whether the received information can be trusted, the decision maker can utilize methodologies from data provenance, credibility analysis of web information, or other related research fields. In the rest part of this section, we will first briefly review the studies on data provenance and web information credibility, and then present a preliminary discussion about how these studies can help to analyze the credibility of data mining results.

Below are some of the approaches to privacy protection:

• Data Provenance
• Web information Credibility

IX. FUTURE RESEARCH DIRECTIONS

PPDP and PPDM provide methods to explore the utility of data while preserving privacy. However, most current studies only manage to achieve privacy preserving in a statistical sense. Considering that the definition of privacy is essentially personalized, developing methods that can support personalized privacy preserving is an important direction for the study of PPDP and PPDM. As mentioned in Section II, some researchers have already investigated the issue of personalized anonymization, but most current studies are still in the theoretical stage. Developing practical personalized anonymization methods is in urgent need. Besides, introducing personalized privacy into other types of PPDP/PPDM algorithms is also required. In addition, since complex socioeconomic and psychological factors are involved, quantifying individual's privacy preference is still an open question which expects more exploration.

X. CONCLUSION

How to protect sensitive information from the security threats brought by data mining has become a hot topic in recent years. In this paper we review the privacy issues related to data mining by using a user-role based methodology. We distinguish four different user roles that are commonly involved in data mining applications, i.e. data provider, data collector, data miner and decision maker.
Each user role has its own privacy concerns, hence the privacy-preserving approaches adopted by one user role are generally different from those adopted by others:

For data provider, his privacy-preserving objective is to effectively control the amount of sensitive data revealed to others. To achieve this goal, he can utilize security tools to limit other's access to his data, sell his data at auction to get enough compensations for privacy loss, or falsify his data to hide his true identity.

For data collector, his privacy-preserving objective is to release useful data to data miners without disclosing data providers' identities and sensitive information about them. To achieve this goal, he needs to develop proper privacy models to quantify the possible loss of privacy under different attacks, and apply anonymization techniques to the data.

For data miner, his privacy-preserving objective is to get correct data mining results while keep sensitive information undisclosed either in the process of data mining or in the mining results. To achieve this goal, he can choose a proper method to modify the data before certain mining algorithms are applied to, or utilize secure computation protocols to ensure the safety of private data and sensitive information contained in the learned model.

For decision maker, his privacy-preserving objective is to make a correct judgement about the credibility of the data mining results he's got. To achieve this goal, he can utilize provenance techniques to trace back the history of the received information, or build classifier to discriminate true information from false information. To achieve the privacy-preserving goals of different user roles, various methods from different research fields are required. We have reviewed recent progress in related studies, and discussed problems awaiting to be further investigated.
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