Video Streaming Under High Latency Condition Using Message Accelerator
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Abstract—Virtual Network Computing or VNC is a largely used client application for accessing files and applications on remote computers. When there is high latency between the client and the server, VNC can undergo major losses in throughput. These losses become obvious in the case of video, where updates are both large and continuous. Message Accelerator proxy for VNC is simple but highly effective solution for video performance while maintaining the advantages of a client-pull system. By operating on the server, it sends updates to the client at a rate corresponding to proxy-server interactions which are quicker than client-server interactions. When testing using video, Message Accelerator’s results are more superior to VNC under high latency condition.
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I. INTRODUCTION

Thin client systems, have ability to connect multiple users to same computer system. Users can connect to multiple sessions on the same computer and can share the data and application or can have many numbers of connections to the same desktop allowing them to share the same virtual screen. The functionality to run multiple desktop sessions on a single server offers other system related advantages having all of the data and processes running on central server means that a business can update just software on one computer instead of hundreds or thousands of computers, a saving money and time on maintenance. Storing data on a central server provides security from lost PCs of the employees. Using thin clients electricity cost can be reduced to great extent.

The problem with thin client system is that they may suffer from poor performance. There can be computational overhead on the server side of tracking and encoding updates and of decoding them on client side. The limiting factor of thin client is bandwidth or how much data can be sent across the network in given time. The most significant limiting factor in thin client system is work latency. Latency can affect every message, irrespective of its size, sent between the client and server.

Performance is important to all tasks, it is more important for videos. Highly interactive task has less update rates as compared to video. The applications, with their infrequent screen updates are less impacted by high network latency.

Video application require frame update every 30 to 60 milliseconds and update usually involves change in a large number of pixels. Due to its frequent updates, video is impacted by high latency condition.

VNC has been one of the popular systems for thin client research. Research on VNC has included adapting it for high resolution displays, to control home appliances and for optimal viewing on cell phones. VNC is one of the most ubiquitous thin client systems.

Message accelerator works with VNC to mitigate the effects of network latency. The message accelerator runs on server machine and requests the server in client-pull fashion. It then forwards these updates to clients as soon as possible. The message accelerator is not affected by high network latency because it does not wait to get a request from client before sending. Message accelerator with VNC can be used for receiving updates in high latency situations.

II. LITERATURE SURVEY

Details of VNC:

The VNC focuses on sending of message between VNC client and VNC server.

a. VNC Client

The VNC client is simple program, it is not multithreaded program and it blocks on reads and writes. After the initialization phase in which VNC exchange setup information with server, it falls into while (1) loop. In this loop, VNC client waits to receive an update from server. Then it processes the update and redraws display. Then it issue request from new update. The client just read the calls throughout processing of updates, rather than reading the entire update after that it will process it.

The update contains general header containing information about message, series of rectangles and its encoding. There are times when client has processed as much of update as it has received, but cannot read more from server. When this situation happens, client uses idle time to collect user input and sends proper message to server.

b. VNC Server

VNC server is more complex than client. As server runs, it notes when the frame buffers each change.
It stores internal representation of area modified and new modifications made to it; this is called as modified region. Client sends request to the server, the first request is not incremental and all the requests afterwards are incremental. If request received by server is not incremental then the server immediately sends all of the frame buffer information to the rectangle. If the request is incremental then server compares the rectangle to the modified region. If they overlap then server sends update with modifications.

![Figure 1. The VNC Client/Server Architecture][1]

c. VNC As A Client-Pull System

All VNC systems use client-pull, in high latency situations the inner-update time is dominated by times spent on network, rather than compute time. Because of this our results are generalised to any VNC system.

d. AMES Framework

AMES cloud framework includes the Adaptive Mobile Video Streaming and Efficient Social Video Streaming. The whole video storing and streaming system in the cloud is called video cloud (VC). In VC, there are video bases which stores video clips for video service providers. Temporal video base is used to cache new candidates for the videos. VC stores the videos into tempVB first. The cloud service may come across different places or even continents, so in the case of video delivery between different data centers, and transmission will be carried out, which is called “copy”. Because of optimal deployment of data centers, the “copy” of large video file takes small delay.

![Figure 2. An illustration of the AMES-Cloud framework][1]

### III. PROPOSED SYSTEM

In the proposed system we are going to try to improve the streaming quality of the video. We have seen that users face saviour problem while streaming. While desktop streaming through internet, there we send large amount of data packets or heavy data. These data are of large size and which takes more time to send as well as receive the data.

While capturing the data or frame of any video and sending it we not only send the frames, the data is attached with additional data and noise. These data are not useful and also increase the size of the frames.

In our proposed system we are going to remove the noise and data which are not at all useful. We are going to send only the actual frame that is the output we required. We also apply compression technique to reduce the size of the frames. Due to this it is possible to send and receive the frames faster than that we used to do previously.

---

[1]: #
For compression we use CS Video Encoder (CSV)

![Block diagram for CS video encoder](image)

Figure 3. Block diagram for CS video encoder.[3]

We are going to use the Message Accelerator. Message Accelerator simply forwards everything sent to it by the client to the server, and everything sent to it from the server to the client. This period is where the client sends the server information such as the user’s password, what encoding the client would like to use, and other parameters. It is necessary for the Message Accelerator to simply forward this information, since there is no way for it to know these parameters ahead of time.

The Message Accelerator sends requests to the server at the rate the client is processing them, and quickly receives updates from the server. This lets the Message Accelerator adjust for latency between the client and server.

![Block diagram for CS video decoder](image)

Figure 4. Block diagram for CS video decoder.[3]

As we know in video streaming the most important part is updating the frames. The quality of the video depends on how fast the frames are updated. So the Message Accelerator uses the pipelining system. Due to the pipeline update, the proxy sends requests to the client at the rate the client is processing, without waiting for a request.

![Pipelining used in Message Accelerator](image)

Figure 6. Pipelining used in Message Accelerator.[8]

Using VNC system under high latency we get the update rate up to 2 -3 frames per sec, which is very less and will make our effect our streaming.

![VNC with Message Accelerator](image)

Figure 5. VNC with Message Accelerator[8]

![VNC w/o message accelerator in high latency](image)

Figure 7. VNC w/o message accelerator in high latency[8]

Solution to this is using the message accelerator. Message Accelerator increases the frame update rate which makes the video streaming more efficient.

![VNC w/o message accelerator in high latency](image)

Figure 8. VNC w/o message accelerator in high latency[8]

We can improve VNC performance by having a Message Accelerator mediate the update rate over network latency. By using the Message Accelerator, we do not have to modify an existing code, avoiding issues of parallel code maintenance and source code availability.
IV. FUTURE WORK

Using an adaptive message-accelerating proxy we can build other systems. The message modifying program offers a simple way to improve performance or add additional features, is easy to deploy, and works with existing binaries. It does not suffer from problems of parallel code maintenance, and will continue to work as long as the message format between the client and server remains the same. The proxy can even be deployed to a different machine from the server, and still offer performance advantages. There are additional ways that a modifying proxy could be used with thin client systems. The proxy could dynamically tightly compress updates when network speeds were low, and uncompress when the client device had low batteries or other computational issues. With an additional client application, the server application could encrypt updates, and the client application could decrypt them either on the client machine, or on a machine with a trusted network connection to the client. The server application could also perform machine vision tasks such as object detection or face recognition. Clearly, adding an adaptive proxy to a client-pull system offers any number of ways to improve performance or transform data. Updates can be buffered, information can be cached, or messages can be modified in a wide variety of ways. While some systems have taken some of these approaches, we are not aware of any other system that uses a proxy for message acceleration.

We are also looking forward to use this technique and implement it efficiently for distributed Bandwidth allocation. So the users will not suffer from unequal bandwidth allocation and can stream in ease working in LAN.

V. CONCLUSION

Adding a Message Accelerator proxy to a VNC system is a very simple but highly effective way of improving video performance with VNC under high latency conditions.

Even with small amounts of network latency, video performance is as good as or better than an unmodified VNC system. Installing is easy, requiring no recompilation of client or server code. A video displayed using the Message Accelerator system will look almost the same, in terms of frame rate, with a 300 ms network latency as it does with a 3 ms network latency, while a video playing on a normal system will take ten times as long to display updates.
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